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ABSTRACT 

Bad weather and road traffic accidents are the main causes of vehicle losses and deaths. The degree of severity 

may be influenced by a number of factors. Various methods and techniques were tested with different distances, conditions 

and speed, to recognize the reaction of drivers in changing visibility in fog. On the basis of various types of fog generated 

on artificial and camera images, new algorithms have been proposed in recent studies for visibility improvement 

techniques. The core thing should be the development of operational fog detection and alarming system, with respect to 

speed and headway. Although the Advanced camera based driving assistance systems have the functionality in relieving 

the driver but they have drawbacks in terms of image quality, computation, working at night and with bad weather 

conditions. The proposed research contributes by analyzing existing work, detecting bad weather by measuring visibility 

distance, detecting moving or stationary vehicle on road in fog and providing alert to drivers in danger distance between 

vehicles and other objects using sensors. 
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INTRODUCTION 

Crowed sensing, referred to as moveable crowd 

sensing, is a method where a number of individuals with 

mobile devices able to sense the objects, compute results, 

share data and obtain information to compute, analyse, 

map, approximate and predict any process. 

Traffic congestion is a situation in transport that 

is characterized by slower and increased vehicles queuing. 

Traffic jamming on urban road networks has increased to a 

large extent in the recent past. When traffic demand is 

great enough, the communication between vehicles slows 

the speed of the traffic flow this results in some jamming. 

Various problems like heavy traffic congestion 

and accidents have occurred on roads due to increase in 

number of vehicles. Due to these problems, the lives of 

peoples become in danger and also a lot of time is wasted. 

Bad weather conditions include fog, smog, smoke heavy 

rain and night time driving. It affects the daily life in many 

ways. Road accidents happen mostly due to poor weather 

conditions.  Keeping vehicle distance is very difficult at 

the time of driving in poor weather conditions.   

Every year hundreds of human beings get killed 

in vehicle collisions. A mainstream of these accidents take 

place when the visibility is low due to fog. Fog has 

affected many human activities like travelling and 

shipping. According to a survey, 10% of the traffic 

accident occur at night time and 3% accidents happen due 

to fog. Different countries like England, USA, India and 

Pakistan are facing fog problems. Pakistan is facing 

climate changes and one of them is fog. Complete record 

of accidents and number of people killed in accidents from 

2009 to 2020 [1] is presented in Table-1. 
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Table-1. Traffic accidents report. 
 

 

 

 
 

Table-1. Yearly traffic accidents in Pakistan. 

 

According to media reports from India, 11,090 

people were killed in fog related incidents in 2017. The 

killing percentage was 100% greater with respect to 2014. 

In 2014, deaths due to fog were 5,886 and in 2015, 7665 

people were killed in fog related accidents. In 2016, death 

rate increased by 20%. During the month of December and 

January, North India was among the highest number of 

accidents due to fog [2].  

The objective of this research is to explore the 

factors which are affecting the travelling system. Fog is 

severe problem while travelling on roads. Accident 

location can be mapped based on based traffic accidents 

data. It can be determined that how speed limit and 

visibility in fog influence the traffic under different 

volume traffic. The main objectives of this study are to 

know about bad weather conditions, minimize the risk of 

collision in bad weather conditions like fog, rain and 

smoke for safety improving and optimizing traffic. It 

includes overcoming the drawbacks of additional 
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professional equipment inherent in the previous 

approaches. 

It will minimize the risks related to pedestrians 

on road. Information collected through vehicles can be 

used to enable various services like monitoring 

environment, management traffic system, safety and smart 

navigation. 

 

RELATED WORK 

The research on vehicle crowed sensing has been 

carried out from the last several years. Many researchers 

are contributing in this era for Safety improving in 

vehicular network. Different approaches like image based 

fog detection, Adaptive Gaussian threshold technique; 

Wavelet-based contrast estimation, Computer vision 

techniques and different machine learning techniques are 

used. However, these techniques have limitations such as 

many approaches are based on only daytime scenes. Some 

have drawbacks in terms of computational overhead, 

quality of image and work worse in bad lightning 

conditions or at night. In this section, literature related 

with techniques and experiments is presented. 

There are some researches to sense the behaviour 

of vehicles. In some cases, fixed vehicle-mounted devices 

are used to observe the vehicle behaviour. Mobile eye 

application uses radars and cameras to provide the 

technical assistance for the auto companies [3]. Even 

though the expenditure of vehicle protection technology is 

decreasing, these technologies have not been installed in 

economy vehicles. There is still need of time to set up the 

safety technologies in vehicle. There are some 

mechanisms focusing on smart phone applications to 

support drivers. Applications involving web cameras are 

considered having relation between inter vehicle distance 

and communication speed in urban areas [4]. 

In [5, 6], techniques of collecting data from 

vehicles using double cameras on smart phones are 

introduced. One camera is used for noticing driver state 

and other camera is used for knowing road conditions. The 

system gathers the information on road surface and 

transfers it while moving by telephone. Sen Safe 

application framework is based on smart phone and it can 

easily install due to the common use of the smart phone. 

The main point in this framework is sensing the behaviour 

of vehicle. Non-vision sensors are used for the purpose of 

improving robustness and accuracy in vehicle sensing to 

minimize the effect of image quality and irregular driving 

behaviours. 

Drivea [7], iOn Road [8], and Augmented 

Driving [9] are android applications having capabilities to 

detect lane exit and notify drivers when there is danger 

distance to the front vehicle. Camera based applications 

have the functionality in supporting the driver, they have 

drawbacks in terms of image quality, computational 

overhead and work worse at night with bad weather 

conditions. 

For exact estimation of vehicle lines including 

mixture of video images and telemeter used for range 

finding was proposed in [10]. In this paper, static camera 

based system is used for night fog detection. This system 

relays on capturing image containing light source or 

specific high contrasted target. But this method can only 

useful in static way and cannot use in dynamic conditions 

like driving. 

To measure the visibility on the road, Babari, 

2012 and Hautiere et al., 2006 [11, 12] proposed 

techniques to use cameras for estimation of the visibility 

distance from moving vehicles. An advantage of a camera 

image for measurement of atmosphere extinction is that 

the image may give direct representation of what the 

driver actually can see. However, camera techniques 

require tough method of image processing for dependable 

visibility estimation, and this is main focus of the above 

cited studies. Hautière et al. (2006) expressed a 

photographic procedure for calculating the visibility in real 

time from a vehicle on the road [13]. They used a camera 

whose images are examines to identify the extreme object 

with a disparity above the 5 % threshold. The camera 

technique has also been used for stationary use. E. Debers 

and C. Busch [14] proposed a model to find out visibility 

in fog from image of inactive traffic management system. 

The objective of this research is to know the visibility 

distance in bad weather conditions from images taken by a 

video camera. They executed a wavelet based contrast 

measurements on images. The contrast is usually defined 

as c =
⃓𝐼𝑜−𝐼𝑏⃓

𝐼𝑜−𝐼𝑏
 

Where𝐼𝑜, is the object’s intensity and 𝐼𝑏  is the 

background’s intensity. 

Visibility range is obtained from the camera 

image. This approach relays on localized image features. 

Contrast also plays an important role in perception of 

movement, direction and speed. Because this approach is 

based on visual perception, visual system cannot correctly 

estimate the speed of object with low contrast and fog may 

effect in estimation of speed, distance and shape of an 

object. Furthermore, this approach is dependent on 

daylight illumination. 

An approach about visibility range measurement 

in fog based on computer vision was proposed by Bronte 

[15]. A real time fog detection system using an on board 

camera for a driving application is presented in this paper. 

This technique contains two image regions, first one is sky 

and other is road. This technique introduces the vanishing 

point calculation. If disappearing point is in the upper sky 

area then fog exists. A point where two image regions 

touches, is current visibility range. Visibility range is 

calculated in meters. This approach is based on only 

daytime scenes. The problem with this technique is that 

the system discovers fog when it is not nearby. Sun 

shining effect is a big problem. This approach fails in 

foggy weather; series of long line vehicles come out in 

opposite lane. 

The paper [16] “Techniques of Vehicle Detection 

in Fog” introduces the techniques to detect the vehicle in 

bad weather conditions like fog and smoke. Vehicle 

detection is important in foggy environment due to poor 

visibility traffic accidents and collisions happen. In this 

paper, Adaptive Gaussian threshold technique is used. 

Threshold value is weighted as addition of the 
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neighbourhood pixels which formulate images clean and 

clear as compared to real image. In this method image 

received from camera is totally warped and unclear and 

will not apparent up to desire level so that front vehicle is 

clearly detectable. 

 

METHODOLOGY AND EXPERIMENTATION 

Optical fog sensor (OFS) is a low power 

consumption and less price sensor for visibility. The major 

application of OFS is for traffic use. Backscatter technique 

is used in OFS to determine the water particles in the 

atmosphere to measure the visibility. A thin red laser light 

ray appears from the front of OFS. A detector is fitted 

back of the lens that is sensitive for coming light into 

narrow lobe. The detector partly covers the transmitter ray. 

If the fog particles are detected in overlap area, then light 

will be spread back. It transmits the output of raw signals 

on sensor. 

 

 
 

Figure-1. Working of OFS. 

 

Sensitive zone is placed about 30cm forward of 

the sensor. Its volume is less than 1Ccm. 

Object Detection and Distance Measuring Using 

Sensors 

 

Ultrasonic Sensor 

Ultrasonic sensors are those sensors which use 

ultrasonic waves to detect the object, auto measure 

distance between itself and the object. This sensor is used 

in many applications for measuring distance or object 

sensing where required. It has eyes like two projects in the 

front which make Ultrasonic transmitter and receiver. This 

sensor works with the simple formula that: 

Distance = speed × Time 

 

Ultrasonic Waves 

Ultrasonic waves are those waves whose 

frequencies are behind normal hearing limit. It will be 

more than 20 KHz 

 

Generation of Ultrasonic Waves 

There is a vibrator in the Ultrasonic sensor which 

is oscillating at very high frequency that give rise to 

isolation waves. 

 

Working of Ultrasonic Sensor 

Ultrasonic sensor with Arduino is used to find the 

distance between front moving vehicle and vehicle 

equipped with Fog detection module. Its working is not 

disturbed by black material or sunlight. US sensors has 

two modules one for sender and other for receiver. It 

comes comprehensive with ultrasonic transmitter module 

and receiver module. 

 

 
 

Figure-2. US sensor. 

 

US sensor has four pins as shown in Figure-2. 

First pin is VCC pin which is used to power on the sensor. 

This pin given with usually 5V. Current consumed by this 

sensor is less than 15Am. So it can be powered easily with 

on board power supply Arduino Uno Board. Second pin is 

Triger pin. It is an input to sensor. We have to give short 

10ms pulse to this pin to start ranging. After this the 

module images us wave impulse of 8 cycles at frequency 

of 40,000Hz. At the same time module make echo pin 

which is third pin high. Once waves are reflected by object 

and are observed by receiver, this echo pin goes slow. In 

other words, the duration of time during which echo pin 

stays high is equal to the total time taken by Ultrasonic 

waves to travel from transmitter to object and again from 

object to receiver. The echo pin stays high during wave 

propagation. Fourth pin is ground pin which is used to 

connect to Arduino ground. The transmitter emits 

ultrasonic waves at frequency 40 KHz and these waves 

travel through the air. When they are blocked by an object, 

these waves will get reflected and they are bounced back 

to sensor. The reflected waves are observed by the 

receiver module of US sensor. So the total time taken by 

ultrasonic waves to travel from transmitter of US sensor to 

object and again from object to receiver is given by the 

output of sensor. Distance between object and sensor is 

calculated by formula: 

 

speed = D/t 
D = s × t 
⸫ S = 340 m/s 

T= time taken is given by sensor 
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The broadcasting and reception time of the signal 

allows to determine the distance from sensor to object. To 

calculate distance using above formula, we should know 

the time and speed. The universal speed of US wave at 

room conditions is 340m/s.  It will calculate the time taken 

for Ultrasonic wave to come back and turns back on echo 

pin for that same particular amount of time. So, to 

calculate the actual distance between sensor and the object 

we have to divide the product of speed and time by 2 

because the same path will be travel by ultrasonic waves 

twice. Output of this echo pin is time duration in micro 

seconds. So we have to convert speed which is in seconds 

to microseconds. 

 

Here speed is 340 m/s 

S =
340m

s
 

s = 340 × 102cm/s 

s = 0.0340 × 106cm/s  

s = 0.0340 cm/μs 

So D = s × t/2  

 

Both s and t are in micro second. 

 

 
 

Figure-3. Distance calculation using ultrasonic sensor. 

 

This distance will be used as input. If distance is 

less than the maximum set value, LED will glow and alert 

will appear on LCD. Working of US is shown by the flow 

chart below. 

 

 
 

Figure-4. Flow chart for US sensor. 

 

Sequence of activities performed in the whole 

process is shown in Figure-5. When module is powered 

on, the ultrasonic sensor will transmit the ultrasonic 

waves. If there is any object in the way of these waves, 

then waves bounced back to US sensor receiving end. 

After this action is performed according to the situation of 

distance between US sensor and object and user will get 

the response on LCD. 

 

 
 

Figure-5. Sequence diagram for US sensor. 
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Ultrasonic sensor and Arduino Uno Board are 

used as hardware in simulation. It is commonly used with 

both microprocessor and microcontroller.  Features of US 

sensor are given in Table-2. 

 

Table-2. Features of US sensors. 
 

 
 

There is variety of controller and microprocessors 

in Arduino Board design. This board consists of USB 

connections, reset button, power jack, crystal oscillators 

and input/ output pins. Arduino Uno can power via 

external power supply or USB connection. The pin having 

supply less than 5V results instability in Arduino Uno. If 

more than 12V supply is used, the voltage regulator may 

damage the board on heating. The power pins in Arduino 

Uno are Vin, 5V, 3V and GND. 

 

Software 

Arduino IDE is open source software used for 

simulation. In this software code is written in C language. 

 
 

Figure-6. Sketch window for Arduino IDE. 

 

The Figure-6 shows the sketch window used to 

write code for software. Header files are included in this 

sketch window. Code is compiled. In case of any error, it 

is corrected and corrected program is uploaded to Arduino 

Uno Board. 

 

Implementation of Ultrasonic Sensor 

The figure shows the block diagram in which the 

working of ultrasonic sensor with Arduino Uno Board is 

displayed. US sensor transmits the pulses of sound through 

trig pin to an object. When object is detected in the range 

of sensor, then pulse receives back through echo pin and 

transfer to Arduino Board. Algorithm is displayed to 

measure distance from sensor to obstacle. In the IDE 

software, Three LEDs are connected with Arduino having 

colours yellow, green and red. If there is no obstacle in 

front of sensor in given range, then yellow LED glows, 

that means there is no danger distance or there is no 

vehicle in danger distance.  

 

 
 

Figure-7. Circuit diagram of US. 

 

Three parameters are set to detect vehicle at three 

different distance ranges depending upon the visibility 

distance in fog. If there is moderate fog and distance 

between front moving vehicle and vehicle equipped with 

vehicle detection module is greater than 200m, then green 

LED will glow and message “Normal, no issue” will be 

displayed on LCD. If there is dense fog with visibility 50 

to 100m then yellow LED will glow with message 

“Caution! Look out” on Display unit. In very dense fog, 

visibility range is less than 50m and sometimes visibility is 

low up to 10m called zero visibility. In this situation if the 

distance between moving vehicles is less than 20m then 

red light will glow and the alert will be displayed on 

display unit with message “Stop! About to collide”. 
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Figure-8. Working principal of US. 

 

 

 

 
 

Figure-9. Simulation result. 

 

CONCLUSION AND FUTURE WORK 

This research concentrated on the analysis of two 

main problems, front vehicle detection problem and lane 

change in bad weather conditions. In case of vehicle 

crowed sensing, different levels of distance were set 

according to traffic volume. Distance levels were set 

according to visibility in fog, dense fog and very dense 

fog. Fog is an ordinary weather condition that may have 

great effect on visibility. Visibility has correlation with 

traffic conflicts and road safety. Different alerts were set 

with respect to visibility levels. The weather conditions 

and reduced visibility are natural phenomena and are 

uncontrollable factors. Traffic volume is also needed 

which cannot be reduced easily on the roads. Speed limit 

can be controlled in bad weather conditions to minimize 

the accidents rate. In this research, three distance level 

were set to study the safe distance between vehicles in bad 

weather conditions. In future, 4G and 5G based vehicle 

crowed sensing can be studied to observe the weather 

conditions and traffic volume in affected areas. 
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